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Abstract. Regression analysis is a widely used statistical technique that is used in a variety
of fields, including the social sciences, engineering, finance, health care, and more. Regression is
a tool that helps you understand the relationship between a dependent variable and one or more
independent variables.
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and non-linear regression models, types of regression analysis, analysis methods, algorithms,
instrumental software tools.

PETPECCHUBHBINA AHAJIN3

Armomauuﬂ. P€2p€CCUOHHblL7 aHaaiu3 — o9mo wupoKko ucnO]le’yeMblﬁ cmamucmuyeckuil
Memod, K0m0pblﬁ ucnojavzyemcsi 6 pa3iudHblx 06Jzacm;lx, 6KlIO4Yasl COUUAIbHblE HAYKU,
umdiceneproe oeno, ¢hunamncwl, 30pagooxparenue u opyaue. Peepeccus — smo uncmpymenm,
KOI’nOpbllZ nomoecaem 6dm NnOHAMb 63AUMOCEA3b MeDfC()y 3a€uCMMOZZ nepemeHﬂod u OOHOZZ uiu
HECKOJIbKUMU HE3ABUCUMBIMU NEPEMEHHBIMU.

Knrwwueevie cnosa: Pezpeccuﬂ, p€2p€CCMOHHblL7 anaiusz, nocmpoerHue 00HO- U
MHO20()AKMOPHBIX TUHEUHBIX U HETUHEUHbIX PecPecCUOHHbIX MOOelel, BUO0bl PecpecCUOHHO20

aHaau3a, Memoobl anaiusa, aliecopummbsl, UHCMPYMEHNMAIIbHbLE NDOCPDAMMHbLE cpedcmga.

Regression is a statistical technique used in finance, investing, and other disciplines that
compares the relationship between one dependent variable (usually denoted Y) and a number of
other variables (known as the independent variables) tries to determine the strength and character
of the relationship.

Regression analysis is a set of statistical methods used to evaluate the relationship between
a dependent variable and one or more independent variables. It can be used to estimate the strength
of relationships between variables and to model future relationships between them.

Regression analysis includes multiple variables such as linear, multi-linear and non-linear.

The most common models are simple linear and multi-linear. Nonlinear regression analysis is
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typically used for more complex data sets where the dependent and independent variables exhibit

a non-linear relationship.

Linear
Regression

Multiple Linear
Regression

v

Analysis

e Nonlinear
Regression

Regression analysis mainly studies the relationship between two types of variables: the
dependent variable and the independent variable. First, the dependent variable, which is affected
by one or more independent variables, must be identified by:

e Identification of variables and data collection;

e Building data graphics;

e Correlation analysis;

¢ Introduction to the regression ling;

e Understanding the regression line;

e Interpretation of the formula;

e Error accounting.
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Regression analysis method divided into several types, each of which has its own
characteristics, strengths and limitations. When choosing the appropriate method for a particular
problem, it is important to understand the different types of regression analysis, which are divided
into the following types:

1. Linear regression:

Linear regression regression of analysis the most many p applied type be , he dependent was o
" variable and one or one how many independent o ' variables o ' between relationship modeling
for is used .

Linear of regression main Mother of God observed and prophecy done values o ' between
quadratic of differences gather now which minimizes the most good compatibility line is to find
For example , a company price , advertising budget and another factors based on product to sell

prophecy to do for linear from regression use can

Linear Regression

—e
X

2. Many linear regression:
Many linear regression two or from him more than o ' variables to the value of based on o
" variable the result prophecy to do for used statistics technique means This is sometimes known

simply as multiple regression and is an extension of linear regression. The variable we want to
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predict is known as the dependent variable, while the variables we use to predict the value of the

dependent variable are known as the independent or explanatory variables.

Multiple Linear Regression

S T Y = Bo+ BiXy+ BoXy o BpXy +

i I I ' It I I i

20 10 10 20 30 40 50 60 number of predictors

3. Nonlinear regression:

Nonlinear regression is a mathematical model that fits an equation to known data using a
generated line. As with linear regression, which uses a straight-line equation (for example,
Y=c+mx), nonlinear regression shows the relationship using a curve, making it nonlinear in
parameter. Also, nonlinear regression is a statistical technique that helps describe nonlinear
relationships in experimental data. Nonlinear regression models are usually considered parametric,
where the model is described as a nonlinear equation. Machine learning techniques are commonly

used for non-parametric linear regression.

What is non-linear regression?

* To model non-linear relationship between the dependent
variable and a set of independent variables

« ¥ must be a non-linear function of the parameters £, not

necessarily the features x " oo _»
» . < -~ o
. o .
P =0, + 05°x < %o o
o. .0 ® - o
Vo= 8y 4+ 0,8," = :..;: * %,
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There are also the following types of regression:

Logistic regression is a type of regression analysis technique used when the dependent
variable is discrete. Example: 0 or 1 or true or false.

This means that the target variable can have only two values, and the sigmoid curve
represents the relationship between the target variable and the independent variable. For example,
a hospital might use logistic regression to predict a patient's likelihood of having a heart attack

based on a patient's age, gender, blood pressure, and other factors.

Linear Regression Logistic Regression
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Polynomial regression is used when the relationship between the dependent variable and
the independent variable is not linear. It is used to model relationships using an n-degree
polynomial equation. For example, a scientist might use polynomial regression to model plant

growth as a function of the amount of water and sunlight.

Simple linear model Polynomial model
YA YA

N

y=bo+b1x y=bo+bixi+b2x:?
; g

Analysis methods, algorithms, instrumental software tools.
Regression analysis in Excel
In statistical modeling, regression analysis is used to evaluate the relationship between two

or more variables:
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1. The dependent variable (also known as the criterion variable) is the main factor that you
are trying to understand and predict.
2. Independent variables (called explanatory variables or predictors) are factors that can
affect the dependent variable.
For example, take umbrella sales data for the last 24 months and find out the average
monthly rainfall for that period. Let this data be plotted and the regression line shows the
relationship between the independent variable (rainfall) and the dependent variable (umbrella

sales):

Linear regression

60

50

40

30

Umbrellas sold

20

10

70 o0 110 130 150 170

Rainfall {mm)

Linear regression equation:

Mathematically, linear regression is defined by the following equation:

y=atbx+e

Where:

X is the independent variable

y is the dependent variable.

a is the y-intercept, which is the expected mean value of y when all variables of x are equal
to 0. In a regression plot, it is the point where the line intersects the Y -axis.

b is the slope of the regression line, which represents the rate of change of y as ux changes.

e is the random error, which is the difference between the true value of the dependent
variable and its predicted value.

A linear regression equation always contains error because predictors are never exact in
real life. However, some programs, including Excel, perform error calculations "behind the
scenes".

Calculate linear regression using the method of least squares in Excel and
y =a+bx.
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For our example, the linear regression equation will look like this: Canopy = b *
precipitation + a. There are several different ways to find a and b. There are three main ways to
perform linear regression analysis in Excel:

» The regression tool included in the Analysis ToolPak plugin

Dot chart with trendline

* Linear regression formula.

Let's see how to perform the regression analysis:

In this example, a simple linear regression is performed in Excel. Column B, the
independent variable (predictor), lists the average monthly rainfall for the past 24 months, and
column C, the independent variable, lists the number of umbrellas sold. Of course, there are many

other factors that can affect sales , but for now we'll focus on just these two variables :

A B C
1 Oylar Yog'ingarchilik (mm) Sovabonlar soni
2 yanvar 82 15
3 fevral 2.5 25
4 mart 83.2 17
5 aprel 97.7 28
6 may 131.9 41
7 | iyun 141.3 47
& \1yul 165.4 50
9 |avgust 140 46
10 sentabr 126.7 37
11 |oktabr 97.8 22
12 noyabr 86.2 20
13 dekabr 99.6 30
14 | yanvar 87 14
15 fevral 97.5 27
16 mart 88.2 14
17 |aprel 1027 30
18 |may 123 43
19 1yun 146.3 49
20 |iyul 160 49
21 avgust 145 44
22 sentabr 131.7 39
23 oktabr 118 36
24 |noyabr 91.2 20
25 dekabr 104.6 32
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With the Analysis ToolPak enabled, perform the following steps to perform regression

analysis in Excel:

1. the Dannye tab, in the Analysis group, Analyze dannyx is pressed.

2. " Regression " and click " OK "

3. " Regression " dialog box.

- the input range Y, which is the dependent variable, is selected. In this case, it is an umbrella
trade (C1:C25).
- the independent variable X is selected in the desired range. In this case, it is the average

monthly precipitation (B1: B25).

If a multiple regression model is being constructed, two or more adjacent columns with

different independent variables are selected. If there are labels above the X and Y ranges, the Label

box is checked. The output option of the result is selected, in this case a new sheet is selected.

check the " Tip " box to get the difference between the predicted and actual values .

A

C

I Oylar Yog'ingarchilik (mm) Soyaboular soni
1 yanvar 82 15
3 fevral 92,5 25
+ | mart 832 17
5 aprel 97,7 28
6 may 1319 41
7 [iyun 1413 |7
b iyl _ 1654 50
9 avgnst 140 46
10 | sentabe 126.7 17
11 |okdabr 97.8 22
12 noyabr 86,2 20
13 | dekabr 99.6 30
4 yanvar 87 i
15 fevral 97.8 2
16 mart 88,2 14
17 aprel 102.7 30
18 | may 123 43
19 1y 146.3 49
20 iyul 160 49
21 |avgust 145 4
22 | sentabe 1317 39
23 oktabr 118 36
24 noyabr 91.2 20
25 dekabr 104,6 32
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Click OK and see the regression results generated by Excel:
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A B C D E F G H J K
|BbIBO, MTOTOB

DECCUOHHAA CMamucmuKa
|MHoxecTe 0,957667
|R-kBagpat 0,917126
|Hopmupoe 0,913359
|Crangaptt 3,581414
Habmwopget 24

[MCNepCcroHHbIN aHanums

df ss MS F igyumocms F
Perpeccua 1 3122,775 3122,775 243,4623 2,22E-13
|Ocratok 22 282,1835 12,82652
Utoro 23 3404,958

Kosghuyuerlapmraa ocmamucmu?-3HayeHue uncHue 95%pxHue 955mcHUe 95,0 pxHue 95,0%
|Y-nepecey -19,0741 3,372182 -5,65631 1,09E-05 -26,0676 -12,0806 -26,0676 -12,0806
Yog'ingarc 0,450001 0,02884 15,60328 2,22E-13 0,39019 0,509812 0,39019 0,500812

3|2 (3|3 |3 [2 |3 Rz |3]e|= |~ |n > |w|m|-

Regression analysis: Let's interpret the results:

As you can see, doing regression in Excel is easy because all the calculations are done
automatically. Interpreting the results is a bit more difficult because you need to know what is
behind each number. Below is a breakdown of the four main parts of the regression analysis results.
Regression analysis output: Extracting the results. In this part, it is determined how well the

calculated linear regression equation fits the original data.

BbIBO UTOTOB

1

2

3 PezpeccuoHHaa cmamucmuka

4 | MHoKecTBeHHbIA R 0,957666798
5 |R-kBagpat 0,917125697
6 |HopmwuposaHtbiid R-kBagpar 0,913358683
7 |CranpaptHas owubka 3,58141382
8 HabnwpeHwa 24
q

Here's what each piece of information means:

Multiple R: It is a correlation coefficient that measures the strength of the linear
relationship between two variables. The correlation coefficient can have any value from -1 to 1,
and its absolute value indicates the strength of the relationship.

R- square . It is used as a coefficient of determination and an indicator of the degree of

compatibility. This shows how many points there are on the regression line.
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Normalized R- squared . This is the R square adjusted for the number of independent
variables in the model. This value can be used instead of R-squared for multiple regression
analysis.

Standard more This is another good indicator of the accuracy of the regression analysis:
the lower the number, the more reliable the regression equation.

Nabludeniya . It is simply the number of observations in the model.

Result of Regression Analysis: Analysis of Variance

The second part of the analysis of variance results:

10 | Aucneponommniih ananny

" : o : 35 | M i F _ Inavumocm F
12 Perpecenn 1 1122,7174784 1122, 774784 241 4622625 221604113
13 | Ocrarox n 282,1835489 1282652405

14 | Wroro n 1404 558333

1%

Essentially, it breaks down the sum of squares into individual components that provide
information about the levels of variability in your regression model:

df is the number of degrees of freedom associated with the scattering sources.

SS is sum of squares. The smaller the residual SS compared to the total SS, the better your
model fits the data.

MS is mean square.

F is the F statistic or F test of the null hypothesis. It is used to test the overall significance
of the model.

Znachimost is the P-value of FF.

Regression analysis results: coefficients
This section contains specific information about the components of your analysis:
Regression analysis results: coefficients

This section contains specific information about the components of your analysis:
1}

1k Aaaddnanny (rodupnva sadw [FL LTS T P lvaene Mussr 5% Sosoe 5% Moaoe 508 Sesewe S5 0%
1] Vompecesesme 190M0m LR SEanmn | D005 JLLETSEETT 1 e JADETSRETY AL
18 Yo egarhilh (mv AN DLUSRA0NA 1580577 LUGOE-13 DISOI90UE Loy LIS0150M4 LS RSN

1%

The most useful component in this section is the odds. This allows you to create a linear
regression equation in Excel: y = bx + a . For our data set, where y is the number of umbrellas
sold and x is the average monthly rainfall, our linear regression formula is:

Y = Rainfall Coefficient * x + Intercept.
How to draw a linear regression graph in Excel?

To illustrate the relationship between two variables, a linear regression diagram is drawn.

As a result, we get the following table:
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After performing the necessary steps, we will have the following:
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CONCLUSION.

Summary, regression analysis is a set of statistical methods used to evaluate the relationship
between one or more variables. It can also be used to assess the relationship between variables and
to model future relationships between them. In other words, regression analysis is important in
every aspect of economics. In particular, it plays an important role in predicting how the future
results will be realized in the exchange rate, state budget, taxes, finance, investment and other

important areas of the economy, as well as in taking measures in advance. As a result, economists
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and others will be limited in their work from various negative consequences. In short, regression

analysis is a part of economics.

REFERENCES

https://en.wikipedia.org/wiki/Regression analysis

https://corporatefinanceinstitute.com/resources/data-science/nonlinear-regression/

https://www.sciencedirect.com/topics/social-sciences/multiple-linear-regression

M 0o

Anarbayeva F. "Regression analysis™ textbook.

462



https://en.wikipedia.org/wiki/Regression_analysis
https://corporatefinanceinstitute.com/resources/data-science/nonlinear-regression/
https://www.sciencedirect.com/topics/social-sciences/multiple-linear-regression

